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#### Abstract

In many situations, species distribution models need to make use of multiple data sources to address their objectives. We developed a spatiotemporal modelling framework that integrates research survey data and data collected by observers onboard fishing vessels while accounting for physical barriers (islands, convoluted coastlines). We demonstrated our framework for two bycatch species in New Zealand deepwater fisheries: spiny dogfish (Squalus acanthias) and javelinfish (Lepidorhynchus denticulatus). Results indicated that employing observer-only data or integrated data is necessary to map fish biomass at the scale of the New Zealand exclusive economic zone, and to interpolate local biomass indices (e.g., for the east coast of the South Island) in years with no survey but available observer data. Results also showed that, if enough survey data are available, fisheries analysts should: (1) develop both an integrated model and a model relying on survey-only data; and (2) for a given geographic area, ultimately choose the index produced with integrated data or the index produced with survey-only data based on the reliability of the interannual variability of the index. We also conducted a simulation experiment, which indicated that the predictions of our spatio-temporal models are virtually insensitive to the consideration of physical barriers.
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## Introduction

Species distribution models (SDMs) have become key tools in terrestrial and marine research, including in fisheries science. These statistical models rely on presence-only, encounter/nonencounter, count, or biomass-sampling data, and they relate encounter probability, abundance, or biomass to environmental variables and/or latent (unmeasured) spatial variation. One major use of SDMs consists of generating spatial predictions for broad geographic areas, including for the locations and years for which data are not available (Elith and Leathwick, 2009). The maps produced from SDMs constitute valuable inputs for the identification of essential fish habitats (geographic areas that are essential to fish life history) and marine spatial planning (Pennino et al., 2016), as well as for investigations of the potential impacts of climate change (Guisan and Thuiller, 2005). Moreover, an area-weighted sum of the annual abundance densities (or biomass densities) predicted by SDMs can be performed to construct indices of relative abundance (or relative biomass) for fisheries stock assessments (Grüss and Thorson, 2019; Rufener et al., 2021).

Fisheries scientists usually fit SDMs to data collected by research surveys (fisheries-independent monitoring data) or monitoring programmes that depend on fishing activities (fisheries-dependent monitoring data). The use of more opportunistic presence-only data, such as the data collected by citizen scientists, in SDMs is not common in fisheries science compared to terrestrial research. Surveys and fisheries-dependent
monitoring programmes differ in their spatio-temporal extent, design, and protocols and, therefore, in terms of data quantity, data quality, costs, and potential sampling biases. Ultimately, each of these two data sources has its advantages and disadvantages. Using survey data in SDMs is, a priori, a preferable option, as survey data should arise from a well-defined sampling protocol that is either fixed or under experimental control following a probability sampling design (Cochran, 1977). Statistically designed surveys allow differences across space and time to be attributed to variation in the target variable rather than sampling methods or inclusion probabilities (Fletcher et al., 2019; Miller et al., 2019). However, surveys are costly, tend to be restricted geographically, are not conducted every year in many world's regions, and are typically confined to specific months of the year (Bourdaud et al., 2017; Webster et al., 2020; Rufener et al., 2021). In many instances, individual surveys do not cover an important fraction of the distribution areas of fish stocks of interest, or of the environmental conditions driving the spatial distribution patterns of these fish stocks. In these situations, SDMs fitted to data coming from individual surveys result in incomplete insights into the spatial distribution patterns or spatial density patterns of the fish stocks of interest (Webster et al., 2020; Thompson et al., 2022), or in indices of relative abundance/biomass (henceforth simply "indices") that show conflicting patterns with the indices produced from other research surveys (Peterson et al., 2017).

[^0]Observer programmes, i.e. fisheries-dependent programmes consisting of placing observers onboard fishing vessels, have some advantages over surveys. Specifically, observer programmes are more cost-effective in many world's regions, generally generate more observations than surveys, usually provide a long time series, tend to be carried out year-round, and often cover broad geographic areas (Bourdaud et al., 2017; Grüss et al., 2018; Rufener et al., 2021). Thus, observer programmes can provide valuable information to understand how fish stocks of interest distribute over space and how environmental conditions drive the spatial distribution patterns of these fish stocks (Pennino et al., 2016). On the other hand, sampling in observer programmes is reliant on fishing vessels, which target specific species and locations (i.e. non-random inclusion probabilities) and constantly adapt their fishing methods based on management and other constraints and technological developments (i.e. sampling attributes that are not fixed or under experimental control). Therefore, observer data constitute biased samples of fish stocks or "unstructured data" sensu Isaac et al. (2020) (as opposed to "structured" survey data), although usually much more so when the fish stocks of interest are targeted by fishing vessels rather than bycatch species (Pennino et al., 2016). To correct for biases in observer data, fisheries scientists traditionally standardize the catch rate data reported by observers by including covariates in SDMs that filter out the variability in the data that is due to factors influencing catchability, referred to as "catchability covariates" (Maunder and Punt, 2004). However, catchability differences among fishing vessels result from myriad complex and often not well-understood interacting causes (Hilborn and Walters, 1992; Quinn and Deriso, 1999), making it hard to include all necessary catchability covariates in a model fitted to observer data. For this reason, many SDMs fitted to observer data have included a random vessel effect that represents multiple latent catchability variables that are not explicitly modelled (Thorson and Ward, 2014), often in lieu of any explicit catchability covariates (Xu et al., 2019; Rufener et al., 2021). The random vessel effect has been found to be a critical model component for explaining variation in observer data (Rufener et al., 2021).

Given that individual surveys (fisheries-independent monitoring programmes) and fisheries-dependent monitoring programmes have their own strengths and weaknesses, there has been increased research into combining data collected by different monitoring programmes. Many recent studies have fitted SDMs to data collected by different surveys (e.g. Grüss and Thorson, 2019; Pirtle et al., 2019; Maureaud et al., 2021; Thompson et al., 2022) or to a combination of survey and observer data (e.g. Grüss et al., 2017, 2018; Ono et al., 2018; Rufener et al., 2021). The simplest way of combining datasets is "data pooling", where the observations coming from different datasets are employed in the same SDMs in the form of presence-only data without acknowledging data sources (Fletcher et al., 2019; Isaac et al., 2020). For example, Pirtle et al. (2019) used data from multiple surveys and other sources (a fish atlas and a tagging study) in the form of presence-only data in MaxEnt, to understand habitat suitability for groundfish in the Gulf of Alaska. By ignoring differences between data sources, data pooling offers a rapid way to get ecological insights with SDMs but also provides biased inference about target densities when inclusion probabilities vary across space and time (Warton and Shepherd, 2010). There exist several ways of combining datasets other than data pooling that are
more insightful, including, inter alia, performing formal data integration that accounts for the observation process associated with each data source, a method referred to as "integrated modelling". [Note that the term "integrated modelling" in fisheries science is utilized beyond the field of SDMs, e.g. in the field of stock assessments (Maunder and Punt, 2013)].

Integrated SDMs have become popular in terrestrial research (Miller et al., 2019; Zipkin et al., 2019; Isaac et al., 2020) and are increasingly being used in fisheries science (e.g. Dolder et al., 2018; Grüss et al., 2018; Rufener et al., 2021; Thompson et al., 2022). Their objective is to retain the strengths of several data sources (e.g. the high quality of structured survey data and the large spatio-temporal coverage of unstructured observer data) while correcting as much as possible for the weaknesses of the different data sources (e.g. the biases associated with unstructured observer data). Integrated SDMs consider (1) a latent (true but unknown) variable (also called "state variable"; e.g. the fish biomass density); and (2) an observation process that results, for each data source, in conditionally independent observations given the latent variable (e.g. biomass catch rates for both a survey and an observer program). The latent variable is related to environmental variables and/or latent spatial variation (as in any SDM), while the observation process accounts for differences in sampling that result in different catchabilities between data sources (Isaac et al., 2020). Integrated SDMs can be implemented only if the individuals sampled to produce the different structured and unstructured datasets can be assumed to belong to the same population and if the likelihoods for the different structured and unstructured datasets have parameters in common (Maunder, 2004; Miller et al., 2019). With different data sources sharing common parameters and, therefore, common likelihood components, a joint likelihood can be computed as the product of the likelihood components for each data source, enabling model estimation from a sharing of information across the different data sources (Fletcher et al., 2019).

In fisheries science, many integrated SDM studies have combined data sources in the form of encounters/non-encounters (e.g. Grüss et al., 2017, 2018; Pinto et al., 2019; Thompson et al., 2022), which is particularly useful when the incorporated data from different sources were collected using very different gears (e.g. longlines and bottom trawls in Thompson et al. 2022). In the integrated SDMs employing encounter/nonencounter data, differences in design and methods that result in different catchabilities are accounted for via a catchability factor with one level for each data source (but see Pinto et al., 2019, where differences in catchability between data sources were ignored). Although the integrated SDMs using solely encounters/non-encounter data can produce useful spatial predictions of encounter probability for broad geographic areas, they cannot provide any insights into the abundance or biomass patterns of fish stocks, particularly the indices that are needed for most stock assessments. However, other integrated SDM studies have combined data sources in the form of count data (Rufener et al., 2021) or biomass-sampling data (Dolder et al., 2018; Ono et al., 2018; Perretti and Thorson, 2019; Maureaud et al., 2021). In all cases, the different data sources were acquired with the same gear (e.g. bottom trawl in the case of Perretti and Thorson, 2019), and the integrated SDMs included a catchability factor with one level for each data source. Grüss and Thorson (2019) provides a different case study, where the data coming from different sources
were not only encounters/non-encounters yet were collected using different gears. Specifically, the integrated SDM in Grüss and Thorson (2019) relied on biomass-sampling data from a groundfish trawl survey, count data from a pelagic trawl survey, and encounters/non-encounters from a bottom longline survey, under the assumption that all data arise from a marked and thinned Poisson point process.

Numerous studies have demonstrated the benefits associated with integrated SDMs compared to SDMs that employ only one data source. First, integrated SDMs have frequently been found to allow for model estimation when SDMs relying on one single data source failed (Fletcher et al., 2019; Isaac et al., 2020). Second, by exploiting a larger number of observations, integrated SDMs usually improve the precision of estimations, particularly when a limited number of records are provided by the most reliable data source (e.g. Fletcher et al., 2019; Grüss and Thorson, 2019; Rufener et al., 2021; Thompson et al., 2022). Thus, many studies have reported that integrated SDMs allowed for a better characterization of how the environment shapes spatial distributions (Fletcher et al., 2019; Pinto et al., 2019), a valuable understanding of fish spatial distribution patterns in geographic areas where some data sources provide very little or no observations (Grüss and Thorson, 2019; Rufener et al., 2021; Thompson et al., 2022), and the generation of indices for a longer time period that are also less uncertain (O'Leary et al., 2020; Rufener et al., 2021). Third, simulation experiments and cross-validation procedures revealed that integrated SDMs also improved the accuracy of estimations (Fithian et al., 2015; Fletcher et al., 2019; Grüss and Thorson, 2019; Thompson et al., 2022). All this being said, integrated SDMs should not be seen as a panacea, and it is desirable, for particular applications, to evaluate their advantages and disadvantages relative to SDMs fitted to single data sources (Isaac et al., 2020; Simmonds et al., 2020).

Many of the above-mentioned SDMs are spatio-temporal models, i.e. models that account for spatial variation (longterm latent variation) and, possibly, spatio-temporal variation (latent variation that changes over time) at a very fine scale (at the scale of kilometres or tens of kilometres; e.g. Grüss et al., 2018; Ono et al., 2018; Rufener et al., 2021; Thompson et al., 2022). Modelling latent spatial/spatio-temporal variation in integrated SDMs is essential to borrow information across datasets when the different data sources involve different spatial scales, which is a frequent situation (Isaac et al., 2020). Compared to models that ignore latent spatial/spatiotemporal variation, spatio-temporal models produce more precise estimations through their ability to predict quantities of interest (e.g. biomass density) at unobserved sites and times by sharing information across adjacent locations and time periods (Thorson et al., 2015a; Rufener et al., 2021; Thompson et al., 2022). Recent simulation experiments also found that, compared to simpler models, spatio-temporal models generally result in more accurate estimations and/or a better characterization of uncertainty around these estimations (Grüss et al., 2019; Brodie et al., 2020; Hsu et al., 2022).

Here, we present a spatio-temporal modelling framework integrating survey and observer data while accounting for physical barriers (islands, convoluted coastlines) in the estimation of spatial and spatio-temporal variation. By borrowing information across data sources, sites, and years, this integrated SDM framework intends to improve the precision and accuracy of estimations over SDMs that rely on a sin-
gle data source. Our spatio-temporal modelling framework can integrate the biomass catch rate data collected by multiple monitoring programmes (surveys and/or observer programmes) using the same gear method (e.g. a bottom trawl) via the estimation of a fishing-power ratio for each monitoring program relative to a reference survey. When some observations come from an observer program, our spatio-temporal modelling framework also includes a random vessel effect to account for catchability differences among the fishing vessels onboard which the observers were placed. In the following, we describe the modelling framework and demonstrate it for two bycatch species in New Zealand (NZ) deepwater fisheries, spiny dogfish (Squalus acanthias) and javelinfish (Lepidorbynchus denticulatus), using data coming from 12 different bottom trawl surveys and a large observer program that places observers onboard commercial bottom trawlers in NZ waters. Then, we employ a simulation experiment to evaluate the accuracy, error, and confidence interval coverage of the indices predicted by our integrated SDMs vs. an SDM using survey-only data, when physical barriers are accounted for or not.

## Materials and methods

As the data collected by monitoring programmes typically include many zeros, our spatio-temporal model is a twostage (a.k.a. delta) model fitted to biomass catch rate data, $b(i)$, where $i$ indexes samples. A delta model defines an encounter probability, $p(i)$, and an expected biomass catch rate given that the species of interest is encountered (positive catch rate), $r(i)$ (Lo et al., 1992). The product of these two quantities gives biomass density, $d(i)$. More specifically, our spatiotemporal model is the Poisson-link delta model developed in Thorson (2018), which relates encounter probability and positive catch rate rather than assuming that these two quantities are independent. The Poisson-link delta model estimates two state variables, number density, $n(i)$, and biomass-per-number, $w(i)$, and the product of these two quantities is also equal to biomass density $d(i)$. Under the assumption that groups of fish are randomly distributed in the proximity of sampling, encounter probability $p(i)$ can be derived as a complementary $\log -\log$ link from number density $n(i)$. It follows that, in the Poisson-link delta model, positive catch rate $r(i)$ is obtained as $n(i) w(i) / p(i)$ (Equation 5 of Thorson, 2018). Given the above, our model computes the probability of the biomass catch rate data $b(i)$ as (Thorson, 2018)

$$
f(b(i)=B)=\left\{\begin{array}{cl}
1-p(i) & \text { if } B=0  \tag{1}\\
p(i) \times \operatorname{Gamma}\left(B \mid r(i) ; \sigma_{r}^{2}\right) & \text { if } B>0
\end{array},\right.
$$

where $f(b(i)=B)$ is the data likelihood; $\operatorname{Gamma}\left(B \mid r(i) ; \sigma_{r}^{2}\right)$ is the Gamma probability density function for an unexplained variation in positive catch rate $r(i)$; and $\sigma_{r}^{2}$ is the residual catch rate variation.

Our model estimates the two state variables $n(s, t)$ and $w(s, t)$ at each site $s$ and in each year $t$ via two linear predictors. When our model is fitted to data coming from a single survey, each linear predictor expresses the logarithm of the state variable as a function of year intercepts $\beta$, spatial variation (long-term latent variation) $\omega$, spatio-temporal variation (latent variation that changes over time) $\varepsilon$, density covariates $X$, and catchability covariates $Q$, which are all estimated by the model:

$$
\begin{align*}
\log \left(n\left(s_{i}, t_{i}\right)\right)= & \beta_{n}\left(t_{i}\right)+\omega_{n}\left(s_{i}\right)+\varepsilon_{n}\left(s_{i}, t_{i}\right) \\
& +\sum_{p 1=1}^{n_{p 1}} \gamma_{n}\left(t_{i}, p 1\right) X_{n}\left(i, t_{i}, p 1\right) \\
& +\sum_{k 1=1}^{n_{k 1}} \lambda_{n}(k 1) Q_{n}(i, k 1) \\
\log \left(w\left(s_{i}, t_{i}\right)\right)= & \beta_{w}\left(t_{i}\right)+\omega_{w}\left(s_{i}\right)+\varepsilon_{w}\left(s_{i}, t_{i}\right) \\
& +\sum_{p 2=1}^{n_{p 2}} \gamma_{w}\left(t_{i}, p 2\right) X_{w}\left(i, t_{i}, p 2\right) \\
& +\sum_{k 2=1}^{n_{k 2}} \lambda_{w}(k 2) Q_{w}(i, k 2) \tag{2}
\end{align*}
$$

where $p 1$ indexes density covariates in the first linear predictor; $n_{p 1}$ is the number of density covariates in the first linear predictor; $\gamma_{n}\left(t_{i}, p 1\right)$ is the average effect of density covariate $p 1$ in the first linear predictor; $k 1$ indexes catchability covariates in the first linear predictor; $n_{k 1}$ is the number of catchability covariates in the first linear predictor; $\lambda_{n}(k 1)$ is the impact of catchability covariate $k 1$ for the first linear predictor; and $p 2, n_{p 2}, \gamma_{w}\left(t_{i}, p 2\right), k 2, n_{k 2}$, and $\lambda_{w}(k 2)$ have similar meanings for the second linear predictor. The $X_{n}$ covariates and the $X_{w}$ covariates affect, respectively, number density and biomass-per-number and, therefore, both affect biomass density; they are collectively referred to as "density covariates" for simplicity and are distinguished from the $Q_{n}$ and $Q_{w}$ covariates, which affect catchability in the first and linear predictors, respectively (Thorson et al., 2023).

The density covariates $X_{n}$ and $X_{w}$ (Equation 2) approximate drivers of the latent variable. Coefficients $\gamma_{n}$ and $\gamma_{w}$ representing their estimated responses are treated as fixed effects, as is the case for the year intercepts $\beta_{n}$ and $\beta_{w}$. By contrast with density covariates, the catchability covariates $Q_{n}$ and $Q_{w}$ are nuisance parameters, which are included in the model to filter out causes of variation in the data due to the characteristics of sampling (Grüss et al., 2019; Hsu et al., 2022). The variation in the state variables that is not explained by density covariates gets explained by the spatial variation term $\omega$ and the spatio-temporal variation term $\varepsilon$ (Thorson et al., 2015a; Thompson et al., 2022). Both the spatial and spatio-temporal variation terms are treated as random effects that follow a multivariate normal distribution, and spatio-temporal variation can also be modelled as a first-order autocorrelation (AR1) process in situations where the spatial distribution of sampling has changed substantially over time (Charsley et al., 2023; Grüss et al., 2023a). Thus, in each linear predictor, spatial and spatio-temporal variations are modelled as

$$
\begin{align*}
\omega & \sim \operatorname{MVN}\left(0, \sigma_{\omega}^{2} \mathbf{R}(\kappa)\right) \\
\varepsilon(t) & \sim\left\{\begin{array}{c}
M V N\left(0, \sigma_{\varepsilon}^{2} \mathbf{R}(\kappa)\right) \text { if } t=t_{\min } \\
M V N\left(\rho_{\varepsilon} \varepsilon(t-1), \sigma_{\varepsilon}^{2} \mathbf{R}(\kappa)\right) \text { if } t>t_{\min }
\end{array}\right. \tag{3}
\end{align*}
$$

where $\rho_{\varepsilon}$ is the temporal autocorrelation coefficient at lag 1 , which can be turned off if modelling spatio-temporal variation as an AR1 process is not warranted; $\mathbf{R}(\kappa)$ is a matrix representing the Matérn covariance structure, which describes the correlation between locations as a function of the decorrelation distance $\kappa$ (Lindgren et al., 2011); $\sigma_{\omega}^{2}$ is the estimated pointwise variance of spatial variation; $\sigma_{\varepsilon}^{2}$ is the estimated pointwise variance of spatio-temporal variation; $t_{\text {min }}$ is the
first year in the time series; and $\rho_{\varepsilon}, \kappa, \sigma_{\omega}^{2}$, and $\sigma_{\varepsilon}^{2}$ are estimated separately for the first and second linear predictors. The spatio-temporal variation term is crucial to capture changes in spatial variation over time and obtain predictions at unobserved locations and times. The modelling of spatial and spatio-temporal variations is further detailed in the subsection "Estimation of covariance between locations".

When our model is fitted to data coming from an observer program rather than from a survey, catchability differences become very large between sampling events because of multiple complex and poorly understood interactions between fishers, the fishing gear, various fishing vessel characteristics, and the management and other constraints that occurred at the time of fishing (Hilborn and Walters, 1992; Quinn and Deriso, 1999). As a result, observer data tend to be overdispersed to the extent where catchability covariates $Q_{n}$ and $Q_{w}$ may not be sufficient to filter out the variation in the data due to the behavioural and technical characteristics of fishing and, therefore, to obtain indices whose variability is not substantially confounded with variability in catchability. Consequently, when our model is fitted to observer data, each linear predictor also includes a random vessel effect $\eta\left(v_{i}\right)$ following a normal distribution with a mean of zero and a standard deviation that is estimated (Thorson et al., 2015a; Xu et al., 2019; Rufener et al., 2021). Note that there are case studies where vessel effects will not be normally distributed, e.g. if there are groups of vessels with similar catchability or significant trends in the catchability of vessels joining and leaving the fishery. This issue does not pertain to our NZ case study (detailed below), but future applications of our modelling framework that are concerned with this issue may want to add structure to the random vessel effect or define the vessel effect as a fixed factor effect (provided that the number of levels of the vessel factor is not too large to allow for model estimation).

When our model is fitted to data coming from several sources (different surveys and/or observer programmes), additional catchability differences arise between observations due to their source. To acknowledge the additional catchability differences between observations, the first linear predictor of the model then includes an additional catchability covariate $M$, which allows for the estimation of the fishing-power ratio for each monitoring programme relative to a reference survey (Grüss and Thorson, 2019):

$$
\begin{align*}
\log \left(n\left(s_{i}, t_{i}\right)\right)= & \beta_{n}\left(t_{i}\right)+\omega_{n}\left(s_{i}\right)+\varepsilon_{n}\left(s_{i}, t_{i}\right)+\eta\left(v_{i}\right) \\
& +\sum_{m=1}^{n_{m}} \delta(m) M(i, m) \\
& +\sum_{p 1=1}^{n_{p 1}} \gamma_{n}\left(t_{i}, p 1\right) X_{n}\left(i, t_{i}, p 1\right) \\
& +\sum_{k 1=1}^{n_{k 1}} \lambda_{n}(k 1) Q_{n}(i, k 1), \\
\log \left(w\left(s_{i}, t_{i}\right)\right)= & \beta_{w}\left(t_{i}\right)+\omega_{w}\left(s_{i}\right)+\varepsilon_{w}\left(s_{i}, t_{i}\right)+\eta\left(v_{i}\right) \\
& +\sum_{p 2=1}^{n_{p 2}} \gamma_{w}\left(t_{i}, p 2\right) X_{w}\left(i, t_{i}, p 2\right) \\
& +\sum_{k 2=1}^{n_{k 2}} \lambda_{w}(k 2) Q_{w}(i, k 2), \tag{4}
\end{align*}
$$

where the random vessel effect $\eta\left(v_{i}\right)$ is fixed at 0 when sample $i$ comes from a survey; $m$ indexes monitoring programmes; $n_{m}$ is the number of monitoring programmes considered in the model; and $\sum_{m=1}^{n_{m}} \delta(m) M(i, m)$ is the effect of monitoring program on expected number density; the design matrix $M(i, m)$ is 1 for the monitoring program that collected sample $i$ and 0 otherwise; and the monitoring program effect $\delta(m)$ is set up so that $\delta(m)=0$ for the reference data source, which is the survey with the largest sample size. The constraint imposed on $\delta(m)$ enables the identifiability of all $\beta_{n}$ parameters (Grüss et al., 2018). It also results in the estimation of a fishing-power ratio for each monitoring program relative to a reference survey, which gives more weight to the structured reference data source compared to the other data sources (that include the unstructured data). We elected to treat the monitoring program catchability factor as a fixed rather than a random effect so that we are not making any implicit assumption that included monitoring programmes are similar to one another (Grüss and Thorson, 2019). This contrasts with our treatment of fishing vessels as having fishing power as a random effect, where we assume that fishing vessels do on average have similar fishing power.

Our model is implemented with the Vector Autoregressive Spatio-Temporal (VAST) modelling platform, using the R package VAST release 3.10.0 (Thorson, 2019). VAST is a generalized linear mixed-effects modelling platform that incorporates the functionality of vector autoregression (Hamilton, 1994). Any mixed-effects modelling platform requires integration across all random effects during model fitting, or an approximation of the integral. This integration computes the likelihood of the parameters treated as fixed effects while integrating across all the possible values for the random effect, and simultaneously weighting each possible value given the probability of that value for the random effect (Equation 1 of Thorson et al., 2015b). This integration is made computationally reasonable in VAST via the use of the Laplace approximation as implemented in Template Model Builder (TMB; Kristensen et al., 2016). Specifically, TMB applies the Laplace approximation to the joint likelihood of fixed and random effects jointly with the model Hessian to compute marginal likelihood and, therefore, estimate the variance of random effects. VAST R codes and associated materials are available on a dedicated GitHub repository (https://github.com/James-Thorson-NOA A/VAST), along with a user manual (Thorson, 2022), other documentation, and examples. VAST also has a dynamic community of developers and users, as shown by its multiple applications worldwide and its use in $>110$ peer-reviewed publications as of July 2023. Further details about the estimation of our model, as well as details about its evaluation, which employs procedures that are standard for VAST models, can be found in Appendix 1.

## Estimation of covariance between locations

With the VAST modelling platform, all the spatial and spatiotemporal variation terms are modelled as Gaussian Markov random fields $\varphi$ following the multivariate distribution (Thorson et al., 2015a):

$$
\begin{equation*}
\boldsymbol{\varphi} \sim M V N(\boldsymbol{\mu}, \boldsymbol{\Phi}), \tag{5}
\end{equation*}
$$

where $\boldsymbol{\mu}$ is the expected value of the multivariate normal distribution for each location, which is typically set to zero unless an AR1 process is assumed Equation (3); and $\boldsymbol{\Phi}$ is a co-
variance matrix for random field $\varphi$ at each location. Classically, in VAST (1) covariances between locations $\boldsymbol{\Phi}$ are assumed to be stationary and are estimated using the modified Matérn autocorrelation function developed in Thorson et al. (2015a), which accounts for geometric anisotropy (their Equation 4); (2) a predictive approach is adopted for computational efficiency where a triangulated mesh is defined around $n_{x}$ "knots", and covariance is estimated between those knots (Shelton et al., 2014); and (3) bilinear interpolation is then employed to obtain values between knot positions (Grüss et al., 2020). This classical approach for estimating covariance between locations in VAST is referred to as the "stochastic partial differential equation (SPDE) model".

However, the SPDE model is not well suited for regions characterized by physical barriers (islands, convoluted coastlines) such as NZ waters. Using the SPDE model for such regions would lead to inappropriate smoothing over islands and/or convoluted coastlines. Thus, the "SPDE-Barrier model" presented in Bakka et al. (2019) was introduced in the VAST modelling platform. The SPDE model determines dependency between two locations based on all the paths that exist between them, including the paths that cross land. With the SPDE-Barrier model, dependencies along the paths that cross land are weakened to almost zero, so that they do not contribute to the estimation of the covariance between locations (Bakka et al., 2019). Compared to the SPDE model, in the SPDE-Barrier model: (1) geometric anisotropy is ignored; and (2) only a fraction of spatial range (the distance at which two observations can be considered to be effectively independent) is applied in the presence of a barrier (i.e. over land), which is what weakens the dependencies along the paths that cross land to almost zero. In our implementation of the SPDEBarrier model, spatial range over land was 0.2 of the in-water spatial range, following Bakka et al. (2019). As a result, the correlation between locations decayed five times more slowly with distance across water than with distance across land.

## Demonstration

We demonstrated our spatio-temporal modelling framework by applying it to two bycatch species in the NZ deepwater fisheries, spiny dogfish and javelinfish. The demonstration relied on bottom trawl survey data collected in NZ waters over the period 1991-2021 and data collected by observers onboard commercial bottom trawlers over the same time period. Spiny dogfish was chosen because there is an interest in NZ in better understanding its biomass trends (Baird and Ballara, 2022). Javelinfish was chosen because it is one of the species contributing the most to bycatch in weight in NZ deepwater fisheries (Finucci et al., 2019). None of the models developed for spiny dogfish and javelinfish included density covariates $X_{n}$ or $X_{w}$ or catchability covariates $Q_{n}$ or $Q_{w}$, and we leave the inclusion of these covariates in our spatio-temporal modelling framework for future research (see the "Discussion" section).

The bottom trawl survey data were obtained from the Fisheries New Zealand (FNZ) database trawl (Mackay, 2020). One important detail about the trawl database is that it gathers data collected in different geographic areas using various designs and protocols, sometimes for very different purposes (e.g. targeted identification trawls complementing acoustic measurements for a specific species or random trawls for monitoring multiple species). In addition, not all the records included in the trawl database are valid for biomass estima-

Table 1. NZ bottom trawl research surveys considered in this study.

| Survey short name | Survey long name |
| :--- | :--- |
| WCNI SNA | West Coast North Island inshore trawl survey |
| HAGU SNA | Northern inshore trawl survey series in the Hauraki Gulf |
| BPLE SNA | Northern inshore trawl survey series in the Bay of Plenty |
| ECNI | Northern inshore trawl survey series off the East Coast North Island |
| WCSI TBGB | Inshore trawl survey of the West Coast South Island and Tasman/Golden Bays |
| WGSI MD | West Coast South Island Tangaroa middle depth survey |
| SOUTH MD | Southland middle depth survey |
| SUBA AUT | Sub-Antarctic autumn middle depth trawl survey |
| SUBA SUM | Sub-Antarctic summer middle depth trawl survey |
| ECSI SUM | Summer inshore trawl survey of the East Coast South Island |
| ECSI WIN | Winter inshore trawl survey of the East Coast South Island |
| CHAT MD | Chatham Rise middle depth trawl survey |



Figure 1. (a) Map of the NZ exclusive economic zone (delineated by a black line). Depth contours are labelled in 500-and 2000-m grey contours. Important features are also labelled and include NZ's North Island (NI), NZ's South Island (SI), the West Norfolk Ridge, the Hikurangi Trough, the Chatham Rise, and the Sub-Antarctic area. (b) Spatial distribution of the NZ survey data used in this study, which come from 12 different surveys (Table 1).
tion (e.g. due to poor gear performance). For these reasons, we enhanced the trawl database with additional tables that (1) identify the records that are valid for biomass estimation and can, therefore, be retained in our analyses; and (2) classify the valid records into individual surveys that were carried out in similar geographic areas, using similar designs and protocols, and that generally shared the same core stratification for the survey design, with consistent vessel and trawl gear throughout. Thus, we worked with a total of 12 NZ survey series in this study (Table 1 and Figure 1). The data collected in the 12 survey series were cleaned using procedures that are standard in NZ (Appendix 2). Over all 12 research survey series, our cleaned survey datasets for spiny dogfish and javelinfish included records for 10208 and 10833 hauls, respectively (Supplementary Figure S3). For both species, the

Chatham Rise middle depth (CHAT MD) trawl survey was the survey with the largest sample size.

The observer data collected onboard commercial trawlers were extracted from the FNZ database cod (Sanders and Fisher, 2020). The cod database gathers the catch and effort (confidential) information for observed commercial fishing vessels that has been collected within the FNZ observer programme since 1986, as well as the age, length, and biological information collated by observers. Similar to the survey data, we cleaned the data collected onboard bottom trawlers over the period 1991-2021 employing procedures that are standard in NZ (Appendix 2). Our cleaned observer datasets for spiny dogfish and javelinfish included records for 127957 and 126768 hauls, respectively (Supplementary Figure S3). In addition to being much more numerous than the survey data,

Table 2. Areas of the NZ exclusive economic zone for which indices of relative biomass were produced in this study.

| Area of the NZ exclusive economic zone for which indices of relative biomass were produced | Species for which indices were produced | Research survey encompassing the area |
| :---: | :---: | :---: |
| West Coast North Island (WCNI) | Spiny dogfish (S. acanthias) | West Coast North Island inshore trawl survey |
| West Coast South Island and Tasman/Golden Bays (WCSI TBGB) | Spiny dogfish | Inshore trawl survey of the West Coast South Island and Tasman/Golden Bays |
| West Coast South Island middle depth area (WCSI MD) | Spiny dogfish | West Coast South Island Tangaroa middle depth survey |
| Sub-Antarctic middle depth area (SUBA) | Spiny dogfish, javelinfish (L. denticulatus) | Sub-Antarctic summer middle depth trawl survey |
| East Coast South Island (ECSI) | Spiny dogfish | Winter inshore trawl survey of the East Coast South Island |
| Chatham Rise middle depth area (CHAT MD) | Spiny dogfish, javelinfish | Chatham Rise middle depth trawl survey |

the observer data also covered a much larger fraction of the NZ exclusive economic zone (EEZ), e.g. deeper waters ( $>500-$ $m$ depth) of the northern part of the EEZ.

Before fitting VAST models, we constructed prediction grids for the study species using the methodology of Grüss et al. (2018). First, we generated a $10 \times 10 \mathrm{~km}$ spatial grid for the NZ EEZ. Second, using all the encounter data for spiny dogfish and javelinfish from the original trawl and cod databases (collected with a bottom trawl or other gears), we determined the longitudinal, latitudinal, and depth ranges of each species. The depth data employed in this step came from Mitchell et al. (2012). Third, based on the calculated longitudinal, latitudinal, and depth ranges of the study species, we subsetted the $10 \times 10 \mathrm{~km}$ spatial grid for the NZ EEZ to obtain a $10 \times$ 10 km prediction grid for spiny dogfish and another one for javelinfish. The prediction grids were used to define the spatial distribution of knots in VAST and produce density maps from the outputs of the models, and they were further subsetted to obtain indices for specific areas of the NZ EEZ (see below).

For both spiny dogfish and javelinfish, we developed three different VAST models and compared the predictions of the three models. The three different models were fitted to (1) the data collected by the 12 survey series (survey-only data); (2) observer-only data; or (3) both survey and observer data (integrated data). The data were biomass catch rate data in $\mathrm{kg} \mathrm{km}{ }^{-2}$ in all cases. In all models, spatio-temporal variation was modelled as an AR1 process [Equation (3)], because the spatial distribution of sampling has changed substantially over time for both the surveys and the observer program. In the models fitted to survey-only and integrated data, the monitoring program catchability factor included, respectively, 12 levels (for the 12 survey series) and 13 levels (for the 12 survey series plus the observer program) (Equation 4). The monitoring program effect $\delta(m)$ was set to zero for the CHAT MD survey in both models. In all models (as well as for the simulation experiment described below), $n_{x}=200$ knots were distributed uniformly over the prediction grid of the species of interest (Supplementary Figure S4), and biomass densities were predicted across 2000 grid cells covering that prediction grid (Grüss et al., 2020). We first mapped the spatial patterns of log density of the two study species and their associated standard errors (SEs). To obtain SEs, we (1) drew 1000 samples from the predictive distributions by sampling from the joint distribution of fixed and random effects (Goodman et al., 2022); and (2) computed SEs for log-density estimates from the 1000 samples. In addition to generating log-density maps for the two study species, we processed the outputs of the VAST models to produce annual indices for specific areas of the NZ EEZ.

These specific geographic areas correspond to the spatial footprint of some of the individual surveys (Table 2). These areas were chosen because they are relevant to the management of spiny dogfish and javelinfish. The SEs and, therefore, the $95 \%$ confidence intervals around all VAST indices for specific areas of the NZ EEZ were calculated using the generalized delta method implemented in TMB (Kass and Steffey, 1989). The VAST indices for the specific areas of the NZ EEZ were compared to the indices computed directly from survey-only data with the SurvCalc software (Francis, 2009).

## Simulation experiment

In addition to the demonstration, we carried out a simulation experiment using the integrated spatio-temporal model for spiny dogfish fitted above (which employs the SPDE-Barrier model) as the operating model (OM), in order to further evaluate the performance of our modelling framework. Javelinfish was not considered in the simulation experiment primarily because the spatio-temporal model using survey-only data did not converge for this species (see the "Results" section). The simulation experiment consisted of (1) employing a simulator that generates new values of random effects conditional on the maximum likelihood estimates (MLEs) for fixed effects estimated by the OM and then produces simulated data conditional upon fixed and random effect values; (2) considering that the indices derived from simulated data represent "true indices"; (3) fitting alternative estimation models (EMs) to the simulated data, resulting in alternative estimated indices; and (4) comparing the estimated indices (obtained from the EMs) to the true indices (obtained from the simulated data) using performance metrics to evaluate the bias, error, and confidence interval coverage of the indices estimated by the alternative EMs. The alternative EMs were fitted to integrated simulated data vs. simulated survey-only data and considered physical barriers (i.e. used the SPDE-Barrier model) or not (i.e. used the SPDE model).

The simulation experiment was conducted with the "selftest simulator" included in the R package VAST (Thorson, 2019), which has already been employed in previous studies in a similar manner as in the present study to compare the performance of VAST models under alternative scenarios (e.g. Grüss and Thorson, 2019; Charsley et al., 2023). In the present study, four scenarios were considered (integrated data + SPDE-Barrier model; survey-only data + SPDEBarrier model; integrated data + SPDE model; and surveyonly data + SPDE model), and 100 simulations were conducted with the self-test simulator for each of these four sce-

Table 3. In-water spatial range (the distance at which two observations can be considered to be effectively independent, in km) estimated by the first and second linear predictors of the VAST models fitted in this study.

| Species | VAST model | In-water spatial range estimated by <br> the first linear predictor (km) |
| :--- | :---: | :---: |
| Spiny dogfish (S. acanthias) | Fitted to survey-only data | In-water spatial range estimated by <br> the second linear predictor (km) |
|  | Fitted to observer data | 222 |
|  | Fitted to integrated data | 176 |
| Javelinfish (L. denticulatus) | Fitted to observer data | 185 |
|  | Fitted to integrated data | 156 |

narios. The estimated indices (obtained from the EMs) were for the NZ areas listed in Table 2 and were compared to the true indices (obtained from the OM) for the same areas. Note that the EM under the first scenario (integrated data + SPDEBarrier model) is the OM but re-estimated using the simulated data generated by the self-test simulator, with the goal to further understand the performance of our integrated spatiotemporal model employing the SPDE-Barrier model.

The following performance matrices (detailed in Appendix 5) were calculated to compare the performance of the four alternative EMs: (1) a bias metric indicating whether changes in the true index are accurately estimated (the closer to 1 , the better; Thorson et al., 2015a); (2) root mean squared error (the lower, the better; Stow et al., 2009); and (3) coverage for a $50 \%$ confidence interval (henceforth usually "coverage"; the closer to $50 \%$, the better; Bolker, 2008). Coverage is the percentage of years that the $50 \%$ confidence interval of an estimated index contains the "true" index. If coverage values are greater (smaller) than $50 \%$, confidence intervals are too wide (too narrow; Bolker, 2008).

## Results

For spiny dogfish, the three models (fitted to survey-only, observer-only, or integrated data) converged, most likely because there was no strong spatial imbalance in both the survey and the observer encounter data for the species (Supp lementary Figure S3). The in-water spatial ranges estimated by the model fitted to integrated data were more similar to the in-water spatial ranges estimated by the model fitted to observer-only data than to those estimated by the model fitted to survey-only data (Table 3), likely because there were 12.5 times more observer records than survey records for spiny dogfish.

Compared to the other models, the model fitted to surveyonly data provided incomplete insights into the spatial density patterns of spiny dogfish in the NZ EEZ (Figures 2 and 3). Specifically, the model fitted to survey-only data predicted that spiny dogfish high-density areas were located only on the CHAT and on the west and east coasts of the SI. By contrast, the models fitted to observer-only or integrated data predicted that spiny dogfish high-density areas are also found in the SubAntarctic area, the southern part of the west coast of the NI, and the West Norfolk Ridge (Figures 2 and 3).

Indices were generated for six specific NZ areas that are relevant to the management of spiny dogfish (Figure 4 and Supplementary Figure S6). For all NZ areas, the indices produced with the three models displayed the same signal. For all NZ areas, the indices resulting from survey-only data were more uncertain and, as expected, agreed more with the traditional stratified random (SurvCalc) indices, while the indices
resulting from observer-only data tended to show larger interannual variability. Finally, for all NZ areas, integrating survey and observer data resulted in indices that (1) were less uncertain than when survey-only data were employed; and (2) displayed less interannual variability and agreed more with SurvCalc indices than when observer-only data were used (Figure 4 and Supplementary Figure S6). The index predicted for the CHAT MD area with observer-only data showed some very large interannual variability at the end of the time series that was highly uncertain and dubious. Integrating survey and observer data corrected a lot for this issue, yet the value predicted for 2019 remained potentially questionable (Figure 4).

For javelinfish, only the models fitted to observer-only or integrated data converged. The model fitted to survey data did not converge most likely because the survey encounter data for javelinfish were very spatially imbalanced; importantly, survey series did not provide any encounter data for javelinfish for a large fraction of the NZ EEZ located north and northwest of New Zealand's NI (Supplementary Figure S3). For both the first and the second linear predictors, the in-water spatial ranges estimated for javelinfish were smaller than those estimated for spiny dogfish (Table 3). Moreover, for javelinfish, the in-water spatial ranges estimated by the models fitted to observer-only and integrated data were similar (Table 3).

Both the models fitted to observer-only or integrated data predicted that javelinfish high-density areas are found in the Sub-Antarctic area, the Chatham Rise, and the Hikurangi Trough area (Figure 5). For javelinfish, indices were generated for two specific NZ areas that are relevant to the management of the species (Figure 6 and Supplementary Figure S7). For both NZ areas, the indices derived from integrated data displayed less interannual variability, were less uncertain, and tended to be in better agreement with the SurvCalc indices (Figure 6 and Supplementary Figure S7).

The simulation experiment conditioned on the MLEs for spiny dogfish confirmed that integrating survey and observer data resulted in more complete insights into fish spatial density patterns (Supplementary Figure S8) and more precise indices (Figure 7 and Supplementary Figure S9). The simulation experiment also revealed that bias and error in indices were reduced when using integrated data rather than surveyonly data (Figure 8 and Supplementary Figure S10). Moreover, the indices resulting from integrated data had a smaller coverage than the indices resulting from survey-only data. Specifically (1) the uncertainty around the indices was underestimated when integrated data were employed, but overestimated when survey-only data were used; or (2) the uncertainty around the indices was underestimated both when integrated or survey-only data were employed, but uncertainty was better characterized when survey-only data were used (Figure 8 and Supplementary Figure S10). Finally, the simulation exper-


Figure 2. Mean spatial patterns of log-density over the period 1991-2021 (log-kg km ${ }^{-2}$; top panels) and their associated SEs (bottom panels), predicted by the VAST models for spiny dogfish (S. acanthias) fitted to survey-only data (left panels); observer-only data (middle panels); or both survey and observer data (right panels).
iment revealed virtually no differences when physical barriers were accounted for or not in models (Figures 7-8 and Supplementary Figures S7-S10).

## Discussion

Here, we presented and demonstrated an integrated spatiotemporal modelling framework that accounts for physical barriers in the estimation of spatial and spatio-temporal variation. The spiny dogfish and javelinfish applications highlighted the utility of our integrated modelling framework in providing density maps for a broad region (the NZ EEZ in this study) and reliable indices for specific geographic areas (specific NZ areas in this study). The javelinfish application also highlighted one large benefit of integrated SDMs, which is to allow for model convergence when SDMs fitted to one single data source fail. However, our applications and simulation experiment also confirmed that, while integrated SDMs constitute valuable tools by leveraging the strengths of different data sources, they are not necessarily preferable to SDMs
fitted to one single data source in all situations (Isaac et al., 2020; Simmonds et al., 2020).

The spiny dogfish application corroborated previous studies (Grüss and Thorson, 2019; Rufener et al., 2021) in that the benefits of integrated models in terms of better spatial density predictions are more straightforward than their ability to produce better indices. Using integrated data rather than survey-only data allowed for comprehensive insights into the spatial density patterns of spiny dogfish in the NZ EEZ, which concur with those reported in the literature (Hanchet, 1986; Bagley et al., 2000) and knowledge of experts of the species (O. Anderson and R. O'Driscoll, pers. comm.). Regarding indices, those obtained with integrated data were less uncertain than those with survey-only data and showed less interannual variability than those with observer-only data. In addition, by sharing information across data sources, sites, and years, our integrated spatio-temporal model can provide indices for NZ areas for which survey data or SurvCalc indices are not available (e.g. areas off the northeast coast of the NI in the case of spiny dogfish). However, our results for spiny dogfish indicated that, for the Chatham Rise middle depth area,


Figure 3. Spatial patterns of log-density (log-kg $\mathrm{km}^{-2}$ ) in select years (1991, 2006, and 2021) predicted by the VAST models for spiny dogfish (S. acanthias) fitted to survey-only data (left panels); observer-only data (middle panels); or both survey and observer data (right panels).
one may have more confidence in the index generated with survey-only data than in the index generated with integrated data. The CHAT MD survey provides a very consistent time series, such that integrating the CHAT MD survey data with observer data is not warranted and results in an index in which the large interannual variability at the end of the time series may be questionable. Previous studies (Fletcher et al., 2019;

Thompson et al., 2022) also reported the absence of benefits of data integration when one single survey dataset already provides ample information. We conclude that, if enough survey data are available, scientists should (1) fit models to both survey-only and integrated data; and (2) for a given geographic area, ultimately choose the index produced with integrated data or the index produced with survey-only data


Figure 4. Indices of relative biomass for the West Coast South Island middle depth area (WCSI MD), the East Coast South Island (ECSI), and the Chatham Rise middle depth area, predicted by the VAST models for spiny dogfish (S. acanthias) fitted to survey-only data (left panels); observer-only data (middle panels); and both survey and observer data (right panels). Also shown are the traditional stratified random (SurvCalc) indices of relative biomass obtained from survey data (for years in which surveys were carried out). In all panels, the shaded areas represent $95 \%$ confidence intervals around VAST predictions, while vertical bars represent $95 \%$ confidence intervals around SurvCalc indices of relative biomass.
based on the reliability of the interannual variability of the index.

The simulation experiment confirmed that integrating survey and observer data resulted in more accurate spatial density predictions and more precise indices. The simulation experiment also indicated that integrating survey and observer data led to a reduction in bias and error in indices, consistent with the simulation experiment carried out in Grüss and Thorson (2019). On the other hand, the simulation experiment conducted in this study yielded a result that was unexpected a priori, which was that integrating survey and observer data did not improve confidence interval coverage, i.e. did not improve the characterization of uncertainty around the estimated indices. More specifically, the simulation experiment revealed that our integrated model was less conservative than the model using survey-only data in terms of uncertainty characterization and greatly underestimated uncertainty around the estimated indices. The consequence of this result is that, for a given geographic area, the ultimate choice between an index generated with integrated data and an index generated with survey data should be based more on the plausibility of the interannual variability of the index than on the uncertainty around that index. We recommend that future studies seeking to obtain indices explore ways to downweight the influence of the observer data in the integrated model, e.g. by defining survey data as reference data while estimating the spatially varying catchability
of the observer program (Thorson et al., 2023; Grüss et al., 2023b).

Another unexpected result of the simulation experiment was that accounting for physical barriers in the estimation of spatial and spatio-temporal variation had virtually no impact on the accuracy, error, and confidence interval coverage of the indices estimated with our NZ spatio-temporal model. This result is not specific to the SPDE-Barrier model but rather to our NZ EEZ application, and is due to the large extent of our study region (Supplementary Figure S4) combined with the absence of geophysical considerations in our implementation of the SPDE-Barrier model. This result echoes some of the findings of the generalized additive mixed modelling study of Augustin et al. (2013), which employed a similar barrier model, namely the soap film smooths from Wood et al. (2008). While Augustin et al. (2013) reported a decrease in root mean squared prediction error (RMSPE) with the use of the soap film smooths instead of standard thin plate regression splines, that decrease in RMSPE was small. To gain more insights into the performance of the SPDE-Barrier model in VAST, we recommend that future studies evaluate the consequences of employing the SPDE-Barrier model vs. the classical SPDE model in VAST for regions where physical barriers (islands and/or convoluted coastlines) represent a much larger fraction of the system (e.g. the Baltic Sea, the inshore domain of the US Gulf of Mexico). Moreover, future research should attempt to integrate geophysical considerations into the SPDE-Barrier model.


Figure 5. Mean spatial patterns of log-density over the period 1991-2021 (log-kg km ${ }^{-2}$ ) and their associated standard errors (SEs), predicted by the VAST models for javelinfish (L. denticulatus) fitted to observer-only data (left panels); or both survey and observer data (right panels). Note that the VAST model fitted to survey-only data did not converge, most likely because the survey data for javelinfish were very spatially imbalanced.

For example, for island regions such as the Hawaiian Islands archipelago, future studies could develop an SPDE-Barrier model that has differential decorrelation strength for landbased barriers and deep channels between islands. In this implementation, the channel barrier decorrelation strength could
be a function of maximum channel depth or average current speed through the channel (N. Ducharme-Barth, pers. comm.).

The demonstration in this study was for two bycatch species in NZ deepwater species and did not require the inclusion of density covariates $X_{n}$ or $X_{w}$ or catchability covari-


Figure 6. Indices of relative biomass for the Sub-Antarctic middle depth area (SUBA) predicted by the VAST models for javelinfish (L. denticulatus) fitted to observer-only data (left panel); and both survey and observer data (right panel). Also shown are the traditional stratified random (SurvCalc) indices of relative biomass obtained from survey data (for years in which surveys were carried out). In all panels, the shaded areas represent $95 \%$ confidence intervals around VAST predictions, while vertical bars represent $95 \%$ confidence intervals around SurvCalc indices of relative biomass. Note that the VAST model fitted to survey-only data did not converge, most likely because the survey data for javelinfish were very spatially imbalanced.


Figure 7. Indices of relative biomass for the West Coast North Island (WCNI) estimated in three replicates (columns) of the simulation experiment. The indices of relative biomass shown in top panels were estimated with VAST models fitted to both survey and observer data, while the indices of relative biomass shown in bottom panels were estimated with VAST models fitted to survey data only. In all panels, the shaded areas represent $95 \%$ confidence intervals.
ates $Q_{n}$ or $Q_{w}$ (i.e. catchability covariates beyond the catchability factor representing fishing-power ratios among monitoring programmes) in spatio-temporal models. The spatial and spatio-temporal variation terms in spatio-temporal models account, respectively, for latent static and latent dynamic variables that influence fish densities (Shelton et al., 2014; Thorson et al., 2015a; Ono et al., 2018). Future studies could test the inclusion of alternative static environmental covariates (e.g. bottom depth, bottom type) and/or dynamic environmental covariates (e.g. sea temperature) in our integrated model, and determine whether this inclusion improves or degrades the spatial predictions of the integrated model (Pacifici et al., 2017; Simmonds et al., 2020; O’Leary et al., 2022). Exploring the inclusion of dynamic environmental covariates in our model would be particularly useful given increased calls for investigations of climate change impacts on fish and fisheries, including in NZ (Pinkerton, 2017). Evaluating the impacts of including bottom depth in our model would also be a good idea, because this variable has been found to explain a fair percentage of the deviance in the data in many SDM studies
as it encompasses many diverse environmental features (Elith and Leathwick, 2009; Grüss et al., 2016).

Moreover, the models that we fitted to observer-only or integrated data in this study included a random vessel effect that substituted any explicit catchability covariates. Such a model structure is appropriate to account for catchability differences between vessels, particularly so when the fish stocks of interest are bycatch species rather than species targeted by fishing vessels (Pennino et al., 2016; Xu et al., 2019; Rufener et al., 2021). That being said, it remains preferable to include explicit catchability covariates in addition to a random vessel effect in models that rely on fisheries-dependent data, as a vessel effect most likely encompasses a lot but not all the factors affecting the catchability of the stock of interest (Grüss et al., 2023c). Recently, two modelling studies (Rufener et al., 2021; Alglave et al., 2022) integrated survey with fisheries-dependent data for species targeted by fishing (observer data in Rufener et al. 2021 and commercial data in Alglave et al. 2022). In addition to including a monitoring program catchability effect or a random vessel effect, the two integrated modelling studies


Figure 8. Bias (the closer to, the better), root mean squared error (the lower, the better), and coverage (in \%; the closer to $50 \%$, the better) of the indices of relative biomass estimated with VAST models for the West Coast North Island (WCNI; top panels) and the the Chatham Rise middle depth area (CHAT MD; bottom panels) within the simulation experiment. The VAST models in Scenarios 1 and 2 used an SPDE-Barrier model to estimate the spatial dependency between data points, while the VAST models in Scenarios 3 and 4 used an SPDE model. Moreover, the VAST models were fitted to both survey and observer data in Scenarios 1 and 3 (blue boxplots), while they were fitted to survey data only in Scenarios 2 and 4 (red boxplots).
also accounted for preferential sampling (the likely correlation between sampling locations and fish abundance) for the fisheries-dependent data, which was modelled as an inhomogeneous Poisson point process. However, Rufener et al. (2021) found that, when the fisheries-dependent data that are integrated with survey data are observer data, accounting for preferential sampling does not improve the integrated model and does not alter parameter estimates. We recommend further research regarding when to account for preferential sampling in either targeted or bycatch species.

We also envision several other avenues for future research. First, individual research surveys are typically restricted to a few months of the years (Pennino et al., 2016; Bourdaud et al., 2017; Webster et al., 2020), which is the case in NZ. In this context, expanding our integrated modelling framework into a seasonal integrated spatio-temporal modelling framework (Thorson et al., 2020) would allow for the borrowing of information across data sources, sites, and years but also across seasons, thereby likely further improving the performance of the integrated model. Second, we used only one data type in the present study (biomass-sampling data), while other data types, including counts and encounters/nonencounters, are provided by monitoring programmes (e.g. count data are collected by observers placed onboard commercial longliners in NZ). In addition, while the plentiful presence-only observations that are collected opportunistically (e.g. through a tagging study or by citizen scientists) are very often tapped into in terrestrial integrated modelling studies, they remain underused in fisheries science. Therefore, we encourage future studies to leverage more datasets by modi-
fying our integrated modelling framework so that it can accommodate multiple data types (biomass sampling, counts, encounters/non-encounters, but also presence-only data), similar to what was achieved in Grüss and Thorson (2019). Third, the survey and observer data that were employed in this study were for the same time period (1991-2021), yet fisheries-dependent monitoring programmes usually provide a longer time series than individual research surveys (Lunn and Dearden, 2006; Pennino et al., 2016). Therefore, future applications of our integrated modelling framework will likely rely on more years of data in the fisheries-dependent dataset than in the survey dataset, thereby demonstrating the ability of integrated models to also provide stock assessments with one single index rather than multiple indices for different time periods (e.g. several indices derived from different research surveys and an index derived from the catch rate data reported by fishing vessels). We encourage future studies to evaluate the impacts of using one single index produced from integrated data vs. multiple indices derived from individual survey and/or fisheries-dependent datasets in the stock assessment models of the species of interest (Peterson et al., 2021). Fourth, future studies could investigate the consequences of varying the sample size of survey data relative to that of observer data, similar to what was done in Alglave et al. (2022). Finally, we recommend the development of a metric summarizing the effective degrees of freedom calculated using the Laplace approximation via TMB or similar tools. This would then allow scientists to compare the flexibility of spatio-temporal smoothers between alternative model structures.

Our modelling framework employs the Poisson-link DeltaGamma distribution model to accommodate the large number of zeros typically found in fish catch rate datasets, as has been generally done in VAST papers since Thorson (2018). The Poisson-link Delta-Gamma distribution model makes the assumption that encounter probabilities and expected positive catches are correlated in a way that is approximated by a Poisson process (Thorson, 2018). This assumption is reasonable for species such as spiny dogfish and javelinfish, but may not be so for species whose individuals form tight aggregations (e.g. schools, shoals, clusters). For such species, the Tweedie distribution seems more appropriate (Peel et al., 2013). A recent study (Thorson et al., 2021) found that the Poisson-link Delta-Gamma distribution model and the Tweedie distribution model resulted in a similar scale for VAST-based indices as design-based indices for 20 fish stocks of Alaska, which included species that form aggregations. That being said, we encourage future research considering multiple stocks worldwide to better understand whether and when it is reasonable to use the Poisson-link Delta-Gamma distribution model rather than the Tweedie model for species whose individuals form tight aggregations.

In conclusion, this study confirmed the usefulness of integrated spatio-temporal models, which can provide distribution/density maps for broad geographic areas to assist habitat management (e.g. marine spatial planning, essential fish habitat designation when working with data for specific fish life stages) and indices of relative biomass/abundance for fish stocks and substocks to inform fisheries management. A key result of this study is that, for a given fish stock or substock for which enough survey data are available, fisheries scientists should (1) develop both integrated models and models relying on survey-only data; and (2) choose the index produced with integrated data or the index produced with survey-only data based on the reliability of the interannual variability of the index. Integrated SDMs are powerful tools and we hope to see their more widespread use in fisheries science to support resource management, as well as investigations of climate change impacts on fish and fisheries.
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